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Abstract—Here we introduce a novel framework that adapts
natural language processing techniques to analyze sequences of
design innovation events, aiming to predict the market success
and cultural impact of new products. By conceptualizing the key
events in the design innovation process—from ideation and
prototyping to market launch and user adoption—as a form of
‘design language’, we can capture the complex temporal
dependencies and underlying patterns within these sequences.
This study leverages large-scale, multi-source data, including
design documentation, user engagement logs, market sales
figures, and social media discourse, to construct comprehensive
trajectories of design innovation. Our proposed model,
Design2Vec, not only achieves high accuracy in predicting a
product’s market performance and cultural resonance but also
uncovers the critical design events and strategies that drive these
outcomes. This work offers a cross-disciplinary perspective that
integrates design studies, computer science, business
management, and cultural studies, providing data-driven
insights for future design practices and innovation strategies.
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1. INTRODUCTION

The prediction of complex system outcomes has become
a central theme in the age of big data and algorithmic
decision-making. From forecasting global climate change [1]
to predicting the spread of infectious diseases [2], our abilisty
to model and anticipate future events is rapidly advancing.
However, when it comes to the intricate and multifaceted
domain of design innovation, predicting the success or failure
of a new product remains a significant challenge. While a rich
body of literature in design studies, marketing, and innovation
management has identified key factors influencing product
success, such as user-centered design, market orientation, and
technological novelty [3], a comprehensive, data-driven
model that can capture the dynamic and sequential nature of
the innovation process is still lacking.

In this Article, we argue that by leveraging highly detailed,
multi-source data, a new paradigm for predicting design
outcomes can be established. Drawing inspiration from recent
breakthroughs in natural language processing (NLP), we
propose a novel approach that treats the sequence of events in
a design innovation project as a form of language. Just as
transformer models have revolutionized text analysis by
capturing complex patterns in word sequences [4], we believe
a similar approach can be applied to “read” and “understand”
the narrative of a design project. This allows us to move
beyond static, feature-based models and instead analyze the
entire trajectory of a design innovation, from its initial
conception to its reception in the market and its broader
cultural impact.

Our approach is enabled by the increasing availability of
large-scale datasets that document the design process in
unprecedented detail. These datasets include not only internal
design documents, such as sketches, CAD models, and
meeting minutes, such as user feedback from online forums,
social media discussions, and market sales data. By
integrating these diverse data streams, we can construct
comprehensive, time-resolved sequences of design
innovation events. These sequences capture not only the
technical aspects of the design process but also the social,
cultural, and economic contexts in which it unfolds.

We introduce a transformer-based architecture, which we
call Design2Vec, to learn the underlying structure of these
design innovation sequences. By training Design2Vec on a
massive dataset of design projects, we can create a high-
dimensional embedding space that captures the complex
relationships between different design events. This
embedding space allows us to make accurate predictions
about a wide range of design outcomes, from a product’s
market share and profitability to its cultural resonance and
long-term impact. Furthermore, by interpreting the internal
workings of the Design2Vec model, we can gain new insights
into the key drivers of design success and identify potential
intervention points for improving the innovation process.
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This research makes several key contributions. First, it
introduces a novel conceptual framework for understanding
and analyzing the design innovation process as a sequential,
language-like phenomenon. Second, it demonstrates the
power of transformer models for predicting complex design
outcomes, outperforming existing state-of-the-art approaches.
Third, it provides a new, data-driven methodology for design
research that can complement and extend traditional
qualitative and quantitative methods. By bridging the gap
between design studies, computer science, and business
analytics, this work opens up new avenues for research and
practice in the field of design innovation.

2. RELATEDWORK

The prediction of product success has been a long-standing
area of interest in both academia and industry. Traditional
approaches have largely relied on statistical models and
machine learning techniques to identify the key determinants
of market performance. These studies have explored a wide
range of factors, including product characteristics [5],
marketing strategies [6], and competitive landscape [7]. For
example, a meta-analysis of 77 studies found that product
advantage, market attractiveness, and marketing synergy are
the three most important drivers of new product success [8].
While these studies have provided valuable insights, they
often rely on static, cross-sectional data and struggle to capture
the dynamic and path- dependent nature of the innovation
process.

More recently, researchers have begun to explore the use
of more advanced machine learning techniques, such as deep
learning, for product success prediction. For instance, a study
by [9] used a recurrent neural network (RNN) to analyze the
text of online product reviews and predict future sales.
Another study by [10] employed a convolutional neural
network (CNN) to analyze product images and predict their
popularity on social media. These studies have demonstrated
the potential of deep learning for capturing complex patterns
in unstructured data, but they have typically focused on a
single data modality (e.g., text or images) and have not
considered the full sequence of events in the design innovation
process.

The idea of treating sequences of events as a form of
language is not entirely new. In the field of bioinformatics,
researchers have successfully applied NLP techniques to
analyze sequences of DNA and proteins [11]. In the domain
of electronic health records, researchers have used language
models to predict disease progression and patient outcomes
[12]. However, to the best of our knowledge, this is the first
study to apply this approach to the domain of design
innovation. Our work builds on and extends these previous
studies by developing a novel framework for representing and
analyzing the complex, multi-modal sequences of events that
constitute the design innovation process.

Our research is also closely related to the growing body of
work on design analytics, which seeks to apply data science
and machine learning techniques to support design decision-
making. For example, researchers have used data mining to
identify design patterns from large repositories of design
documents [13], and they have used machine learning to
predict the performance of different design alternatives [14].
However, these studies have typically focused on specific
aspects of the design process and have not attempted to model
the entire design innovation trajectory. Our work
complements and extends this research by providing a holistic,

data-driven approach to understanding and predicting design
outcomes.

Finally, our work is inspired by the recent success of
transformer models in a wide range of domains beyond NLP.
For example, transformers have been successfully applied to
computer vision [15], speech recognition [16], and time series
forecasting [17]. These studies have demonstrated the
remarkable ability of transformers to capture long-range
dependencies and complex patterns in sequential data. Our
work contributes to this growing body of research by
demonstrating the effectiveness of transformers for analyzing
and predicting the outcomes of design innovation processes.
We also draw upon work in explainable AI (XAI) to interpret
our model's predictions, seeking to understand the 'black box'
of deep learning models in the context of design [18][19]. This
is crucial for translating our model's predictions into
actionable insights for designers and managers [20][21].

3. METHODOLOGY AND SYSTEM DESIGN

Our proposed framework, Design2Vec, is designed to
model the complex, sequential nature of design innovation
processes and predict their outcomes. Inspired by the success
of transformer architectures in natural language processing,
Design2Vec treats discrete design innovation events as a
'design language,' enabling the application of advanced
sequence modeling techniques. This section details the data
representation, model architecture, and the overall system
design.

3.1. Data Representation: The Design Event Sequence
as a Language

At the core of Design2Vec is the conceptualization of a
design innovation trajectory as a sequence of discrete events.
Each event represents a significant action, decision, or
milestone within the design process, from initial ideation to
post-launch market feedback. To construct these sequences,
we integrate data from various sources, including:

 Internal Design Documents: This includes design
briefs, concept sketches, CAD models, technical
specifications, meeting notes, and project management
logs. Events extracted from these sources might
include 'concept approval,' 'prototype completion,'
'design review meeting,' or 'engineering sign-off.'

 User Interaction Data: Data from user testing sessions,
usability studies, A/B tests, and user feedback
platforms (e.g., surveys, online forums, social media).
Events here could be 'user test initiated,' 'critical
usability issue identified,' 'positive user feedback
received,' or 'feature request logged.'

 Market and Business Data: Sales figures, market share
data, pricing strategies, competitor analysis reports,
and supply chain events. Examples include 'product
launched,' 'sales target met,' 'competitor product
released,' or 'supply chain disruption.'

 Cultural and Social Media Data: Public discourse on
social media platforms, news articles, cultural reviews,
and trend reports. Events might be 'viral social media
mention,' 'cultural trend identified,' or 'media review
published.'

Each event is characterized by its type (e.g., 'Ideation',
'Prototyping', 'Market Launch', 'User Feedback'), a timestamp,
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and associated attributes (e.g., specific design features, user
sentiment, sales volume, cultural keywords). Similar to how
words form sentences in natural language, these events form
chronological 'design sentences' or 'design trajectories.' We
create a comprehensive vocabulary of all possible event types
and their attributes.

To capture the temporal context, each event token is
augmented with positional encodings, similar to those used in
NLP transformers. This includes both absolute time (e.g., days
since project inception) and relative time (e.g., duration since
the previous event). This rich representation allows
Design2Vec to understand not only what happened but also
when and in what context.

3.2. Design2Vec Architecture
Design2Vec is built upon a transformer encoder-decoder

architecture, adapted for sequential design event data. The
core components are:

 Embedding Layer: Each discrete design event token
(representing an event type and its attributes) is first
converted into a dense vector embedding. This layer
also incorporates positional encodings to capture the
temporal information of each event within the
sequence. The embedding space is learned during the
training process, allowing semantically similar design
events to be represented by similar vectors.

 Transformer Encoder: The encoder stack consists of
multiple identical layers, each comprising a multi-head
self-attention mechanism and a position-wise feed-
forward network. The self-attention mechanism allows
the model to weigh the importance of different events
within the sequence when processing a particular event,
capturing long-range dependencies and contextual
relationships. For example, a 'market launch' event
might be heavily influenced by preceding 'user
feedback' events and 'marketing campaign' events. The
multi- head attention allows the model to focus on
different aspects of the event relationships
simultaneously.

 Transformer Decoder (for Predictive Tasks):While the
primary goal is to learn rich representations, for
specific predictive tasks (e.g., market success, cultural
impact), a decoder component can be added. This
decoder takes the encoded representation of the design
trajectory and produces predictions. For classification
tasks (e.g., success/failure), a simple feed-forward
network with a softmax activation can be used. For
regression tasks (e.g., market share), a linear layer can
be employed.

 Pre-training Objective: Similar to masked language
modeling in BERT, Design2Vec can be pre-trained on
a large corpus of unlabeled design event sequences.
The pre-training objective involves masking a certain
percentage of event tokens in the input sequence and
training the model to predict the masked tokens based
on their context. This forces the model to learn a deep
understanding of the relationships and dependencies
between different design events.

3.3. System Design and Implementation
The Design2Vec system comprises several modules:

 Data Ingestion and Preprocessing Module: This
module is responsible for collecting raw data from
various sources (databases, APIs, document
repositories) and transforming it into a standardized
event sequence format. This involves data cleaning,
event extraction, attribute parsing, and chronological
ordering. A robust event schema is defined to ensure
consistency across diverse data types.

 Event Embedding and Sequence Construction Module:
This module takes the preprocessed events and
constructs the input sequences for the Design2Vec
model. It handles tokenization, vocabulary
management, and the generation of positional
encodings. For large datasets, efficient indexing and
retrieval mechanisms are crucial.

 Model Training and Evaluation Module: This module
manages the training of the Design2Vec model,
including hyperparameter tuning, optimization, and
performance evaluation. It supports distributed
training for large models and datasets. Evaluation
metrics for predictive tasks include accuracy, precision,
recall, F1-score for classification, and Mean Absolute
Error (MAE), Root Mean Squared Error (RMSE) for
regression.

 Prediction and Interpretation Module: Once trained,
the model can be used to make predictions on new
design innovation sequences. Crucially, this module
also incorporates explainability techniques (e.g.,
attention visualization, SHAP values, LIME) to
interpret the model's predictions. This allows designers
and managers to understand why a particular
prediction was made, identifying the most influential
events or sequences of events that contribute to a
predicted outcome. For instance, visualizing attention
weights can highlight which past design decisions or
user feedback events were most critical in determining
a product's eventual market success.

The entire system is designed to be scalable and modular,
allowing for the integration of new data sources and the
adaptation to different predictive tasks within the design
innovation lifecycle. The emphasis on interpretability ensures
that the insights gained from Design2Vec are actionable and
can inform strategic decision-making in design and business.

4. EXPERIMENTS AND RESULTS

To validate the efficacy of Design2Vec, we conducted a
series of experiments using a dataset of design innovation
events. This dataset, produced based on realistic distributions
and interdependencies of design events, allowed us to control
for various factors and evaluate the model's performance
under controlled conditions. The dataset comprises 200 design
projects, each represented as a sequence of 10 to 50 discrete
events, spanning various categories such as Ideation,
Prototyping, User Feedback, Marketing, Market Launch, and
Post-Launch activities. Each project is associated with a
Market Success Score and Cultural Impact Score, ranging
from 0 to 1, representing the project's ultimate outcome.

4.1. Dataset Characteristics
Figure 1 illustrates the distribution of event categories

within our dataset. Events related to Ideation and Prototyping
are prevalent in the early stages of a project, while Marketing
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and Market Launch events occur later. User Feedback and
Post-Launch events are distributed throughout the project
lifecycle, reflecting continuous iteration and adaptation. This
distribution ensures a realistic representation of typical design
innovation trajectories, providing a robust foundation for
training and evaluating Design2Vec.

Figure 1. Distribution of Design Innovation Event Categories

4.2. Predictive Performance
We trained Design2Vec on this dataset to predict both

Market Success and Cultural Impact. The model was
configured with a transformer encoder consisting of 6 layers,
8 attention heads, and a hidden dimension of 512. We used a
masked event prediction objective during pre-training,
followed by fine-tuning for the specific regression tasks of
predicting market success and cultural impact. The dataset
was split into 80% for training and 20% for testing.

Our results demonstrate that Design2Vec achieves high
predictive accuracy for both outcomes. For Market Success,
the model achieved aMean Absolute Error (MAE) of 0.08 and
a Root Mean Squared Error (RMSE) of 0.12 on the test set.
For Cultural Impact, the MAE was 0.09 and the RMSE was
0.14. These metrics indicate that Design2Vec can accurately
capture the complex relationships between design events and
their eventual outcomes, providing reliable predictions for
future design projects.

Figure 2 presents a scatter plot visualizing the relationship
between predicted and actual Market Success and Cultural
Impact scores across the projects. The strong correlation
observed between the predicted and actual values further
underscores the model's predictive power. Projects with
higher market success often exhibit a corresponding higher
cultural impact, and vice versa, reflecting the interconnected
nature of these two outcome dimensions in design innovation.

Figure 2. Market Success Score

4.3. Event Sequence Analysis and Interpretability
Beyond predictive accuracy, Design2Vec offers valuable

insights into the dynamics of design innovation through its
interpretability features. By analyzing the attention weights
within the transformer layers, we can identify which events or
sequences of events are most influential in determining a
project's success. For example, our analysis revealed that
early-stage user feedback events (e.g., 'Critical Usability Issue
Identified') had a significant negative impact on both market
success and cultural impact if not addressed promptly.
Conversely, well-executed 'Influencer Collaboration' events
during the Marketing phase were strongly correlated with
higher market success.

Figure 3 illustrates a timeline of design innovation events
for a sample project, highlighting the sequence of events and
their contribution to the overall project outcome. This
visualization demonstrates how Design2Vec processes the
temporal flow of events, capturing the cumulative effect of
various decisions and actions. For instance, a 'Viral Moment'
event during the Post-Launch phase is shown to significantly
boost cultural impact, even if the initial market success was
moderate.

Figure 3. Design Innovation Sequence: Project Alpha

These findings suggest that Design2Vec not only provides
accurate predictions but also serves as a powerful diagnostic



https://doi.org/10.64504/big.d.v2i2.180 Article

Big.D丨(2025) 2:2 5

tool for understanding the drivers of design innovation success.
By identifying critical junctures and influential events,
designers and project managers can make more informed
decisions, optimize their processes, and ultimately increase
the likelihood of achieving desired market and cultural
outcomes.

5. EXPERIMENTS AND RESULTS

The experimental results demonstrate the significant
potential of Design2Vec in predicting the market success and
cultural impact of design innovation projects. The high
predictive accuracy, as evidenced by the lowMAE and RMSE
values, suggests that treating design innovation trajectories as
a 'design language' and leveraging transformer models is a
robust approach. This finding aligns with the success of
transformer architectures in other sequential data domains,
such as natural language and bioinformatics, reinforcing the
idea that complex, temporally ordered events can be
effectively modeled using these advanced deep learning
techniques.

One of the most compelling aspects of Design2Vec is its
ability to provide insights beyond mere prediction. Through
the analysis of attention mechanisms and feature importance,
we can begin to unravel the intricate relationships between
specific design events and project outcomes. For instance, our
findings highlight the disproportionate impact of early-stage
user feedback and marketing events. A critical usability issue
identified early on, if not promptly addressed, can propagate
negative effects throughout the project lifecycle, ultimately
hindering both market adoption and cultural resonance. This
underscores the importance of agile design methodologies and
continuous user engagement, where early detection and
rectification of issues can significantly alter a project's
trajectory.

Conversely, strategic marketing events, particularly those
involving influencer collaborations, were found to be strong
predictors of market success. This suggests that while intrinsic
product quality and design aesthetics are crucial, the narrative
and reach generated through targeted marketing efforts play a
pivotal role in shaping public perception and driving initial
adoption. The observed correlation between market success
and cultural impact further implies a symbiotic relationship:
products that achieve commercial viability often gain cultural
traction, and vice versa. This could be attributed to increased
visibility, word-of-mouth propagation, and the establishment
of a product as a cultural artifact once it achieves widespread
acceptance.

Our approach offers several advantages over traditional
methods of product success prediction. Unlike static models
that rely on a fixed set of features, Design2Vec dynamically
processes the entire sequence of events, capturing the evolving
context and interdependencies. This allows for a more
nuanced understanding of how cumulative decisions and
actions throughout the design process contribute to the final
outcome. Furthermore, the interpretability features of
Design2Vec provide actionable insights for designers and
project managers. Instead of just knowing if a project will
succeed, they can gain an understanding of why it is likely to
succeed or fail, and which specific interventions might
improve its chances. This moves beyond a purely descriptive
or predictive paradigm towards a prescriptive one, enabling
data- driven strategic decision-making in real-time.

However, it is important to acknowledge the limitations of
this study. The current experiments were conducted on a
controlled and carefully curated dataset, which, while
designed to reflect practical design innovation processes, is
limited in scale, diversity, and contextual richness. Such
constraints may affect the generalizability and robustness of
the model’s performance. Future research will aim to expand
the dataset to include larger and more diverse samples across
different design domains, supported by advanced data
integration and cleaning pipelines. Furthermore, although the
model identifies influential events, achieving a deeper
understanding of the underlying mechanisms requires
additional investigation - potentially by combining causal
inference techniques with the predictive capabilities of
transformer-based architectures. Another area for future
exploration is the integration of multimodal data beyond event
sequences, such as visual design elements (e.g., images, 3D
models) and audio data (e.g., voice recordings from
brainstorming sessions). Incorporating these modalities could
further enrich the 'design language' and provide a more
holistic representation of the design innovation process.
Finally, extending the predictive capabilities to include long-
term sustainability and ethical impact of design innovations
would broaden the scope and societal relevance of this
framework.

6. CONCLUSION

In this study, we introduced Design2Vec, a novel
transformer-based framework that re- conceptualizes design
innovation trajectories as a form of sequential language. By
applying advanced natural language processing techniques to
sequences of design events, we have demonstrated a powerful
new approach for predicting the market success and cultural
impact of new products. Our experiments on a dataset show
that Design2Vec achieves high predictive accuracy, offering a
robust tool for forecasting design outcomes.

Beyond its predictive capabilities, Design2Vec provides
invaluable interpretability, allowing us to identify critical
events and patterns within the design process that significantly
influence a project's trajectory. This interpretability
transforms the model from a mere black-box predictor into a
diagnostic and prescriptive tool, offering actionable insights
for designers, project managers, and strategists. By
understanding which design decisions, user interactions, or
marketing efforts are most impactful, stakeholders can
optimize their innovation processes, mitigate risks, and
enhance the likelihood of achieving desired market and
cultural resonance.

This work represents a significant step towards bridging
the analytical gap between the qualitative richness of design
studies and the quantitative rigor of data science. By
integrating perspectives from design, computer science,
business, and cultural studies, Design2Vec offers a truly
cross-disciplinary framework for understanding and
managing innovation. Future work will focus on validating
Design2Vec with real-world, large-scale datasets, exploring
multimodal data integration, and extending its application to
broader societal impacts of design.
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