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Abstract—Technological progress exerts a decisive
influence on corporate strategic decision-making,
particularly within the rapidly evolving domain of
science and technology. Early identification and
adoption of emerging technological trends are pivotal for
enterprises to sustain competitive advantage and market
position. However, many innovative companies fail to
fully leverage the potential of their products and
technologies due to the absence of a systematic approach.
To counter this challenge, large corporations have
established forward-looking departments dedicated to
forecasting future trends and innovation. Despite this,
the current predictive process integrates human
intelligence with machine learning methods, and the
visual analysis that combines these two forms of
intelligence holds immense potential. This paper
introduces an integrated method that combines
information visualization, trend mining, and interactive
design, aimed at supporting users in exploring, detecting,
and identifying emerging technological trends within
complex datasets. The method facilitates in-depth trend
analysis and extraction of meaningful insights from data
through an interactive visual representation system.
Moreover, the integration of interactive design
throughout the analytical process is crucial for
supporting the analytical process in technology and
innovation management [8]. A literature review, trend
visualization, interactive visualization, and interactive
design methods are essential for understanding the
context of technology management and visualization
analysis systems. The interactive design approach places
special emphasis on the central role of users in the
design process, ensuring that the system meets user
needs and supports effective identification and
utilization of emerging technological trends.The research
findings indicate that the integration of human
intelligence and machine learning methods can enhance
the accuracy and efficiency of predicting future
technological trends. The interactive design-based
method proposed in this paper not only augments and
expands previous methods of technology and design
management trend analysis but also introduces novel
interactive designs, providing more suitable interactive
methods for technology foresight and innovation
detection. These methods and tools enable enterprises to
more effectively respond to market changes, grasp

technological trends, and make informed strategic
decisions.
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I. INTRODUCTION
With the continuous advancement of Artificial

Intelligence (AI) and Machine Learning (ML) technologies,
their capabilities in data analysis and forecasting are also
continuously being enhanced, providing more accurate
decision support for users and strategic decision-making for
enterprises. This has profound implications for corporate
competitiveness and market positioning[1]. In the field of
design management, the rapid development of technology is
driving the realization of personalized and adaptive systems,
which are becoming more intelligent and better able to meet
user needs. Early identification and adoption of new
technology trends are crucial for enterprises to maintain a
leading position. However, many innovative companies may
overlook the development of emerging technologies due to
the lack of a systematic approach, thus failing to fully
leverage the potential of their products or technologies[2]. To
address this challenge, some large enterprises have
established forward-looking departments focused on
predicting future development trends and innovation [3].
Despite the significant role these forward-looking
departments play in forecasting future trends, the integration
of human intelligence and machine learning methods in the
prediction process is rarely achieved[4, 5].

Currently, although most information retrieval systems
employ different methods to extract trends from text, they
fall short in providing relevant visual representations that
effectively support users in exploring, identifying, detecting,
and inferring significant trends in the future development of
technology[6]. Therefore, to effectively identify and utilize
emerging trends, a method is needed that provides an
interactive overview of data, adapts to ongoing changes in
data, and allows users to gain insights through data
exploration[7].

Personalized systems offer customized experiences by
learning user behavior and preferences. Adaptive systems, on
the other hand, can automatically adjust their behavior in
response to environmental changes or user input. The
development of these systems, as explored by Ogiela, Marek



R. [8], is making design management tools more intelligent,
thereby serving users more effectively.

The application of AI and ML has permeated multiple
aspects of design management. For instance, sentiment
analysis can evaluate public opinion on design, as studied by
Vohra, A. et al. [5, 9]. Keyword extraction and topic
modeling techniques such as TF-IDF and LDA are helping to
extract valuable information from large volumes of text data,
which has particular application potential in extracting and
classifying sentiment tendencies from text data in the
healthcare field, helping professionals and companies to
assess drug safety and enhance patient trust. Eysha Saad et
al., by combining these two methods, used tools such as
AFFIN, TextBlob, and VADER for sentiment lexicon
annotation, and applied feature engineering techniques such
as term frequency (TF), term frequency-inverse document
frequency (TF-IDF), and machine learning models such as
logistic regression (LR), AdaBoost classifier (AB), random
forest (RF), extra trees classifier (ETC), and multilayer
perceptron (MLP) for sentiment classification. The
experimental results show that the hybrid method
outperforms single methods, with TextBlob combined with
TF-IDF and MLP achieving an accuracy rate of 96%,
demonstrating the efficiency and application prospects of
sentiment analysis in medical text processing[10].

The interdisciplinary integration of design management
has led the field to combine technologies and methods from
different disciplines. This integration enhances the
comprehensiveness and depth of decision-making, as shown
in the research by Hamed Taherdoost [11].

The development of real-time data streams and dynamic
visualization tools, as described by George Chin et al. [12],
allows users to acquire and analyze data more quickly,
accelerating the decision-making process. The application of
AR and VR technologies provides a more immersive
experience for design management. These technologies help
users understand data and information in a more intuitive
way, as explored by Farzad Pour Rahimian[13] in his
research on integrating BIM data into immersive VR and AR
environments to simplify the design process and provide a
streamlined agnostic openBIM system.

Furthermore, the inclusion of interactive design
throughout the analysis process is crucial for supporting the
analytical process in technology and innovation management
[14]. This paper will explore the application of interactive
design methods in technology and innovation management,
as well as how to improve the accuracy and efficiency of
predicting future technology trends by integrating human
intelligence and machine learning methods.

In the field of technology and innovation management,
literature reviews, trend visualization, interactive
visualization, and interactive design methods are essential for
understanding the background of the introduced technology
management and visualization analysis systems[1].
Literature reviews provide a comprehensive understanding of
existing research, helping to identify gaps and challenges in
the research field. Trend visualization helps users quickly
identify patterns and trends by transforming complex data
into intuitive graphical representations. Interactive
visualization further enhances this process by allowing users
to interact with data, thereby gaining deeper insights.

The application of interactive design methods is
particularly important in technology and innovation
management [15]. This approach emphasizes the central role
of users in the design process, ensuring that the system can
meet the needs and expectations of users. In the context of
technology and innovation management, interactive design
methods need to pay special attention to the analytical
process to support users in effectively identifying and
utilizing emerging technology trends.

Although previous studies have explored the application
of information retrieval systems in trend extraction[6],
existing systems have limitations in providing visual
representations that can support users in exploring and
inferring future technological developments. To overcome
these limitations, new interactive design methods need to be
developed that can integrate human intelligence and machine
learning methods to improve the accuracy and efficiency of
predicting future technology trends.

The field of design management is continuously evolving
and innovating under the impetus of technology. From trend
mining techniques to machine learning methods in
interactive design, to data visualization techniques, and the
application of probabilistic topic models, the comprehensive
use of these technologies provides users with better data
analysis and decision support. With the further development
of personalized and adaptive systems, and the continuous
advancement of AI and ML technologies, design
management tools will become more intelligent, better able
to meet user needs, and provide deeper data analysis and
forecasting capabilities.

This paper proposes an interactive design-based method
combined with information visualization and trend mining to
support users in exploring, detecting, and identifying
emerging technology trends in complex datasets. Through
this method, enterprises can more effectively respond to
market changes, grasp technological trends, and make wise
strategic decisions.

II. METHODS

The method introduced in this paper utilizes trend mining
approaches derived from textual data, as well as the
visualization of trends and text. Consequently, we present
related work in the areas of trend mining and the
visualization of trends in conjunction with text, and endeavor
to connect aspects of technology and innovation to bridge the
domains of analysis, visualization, and technology
management in order to gather a more appropriate interactive
design landscape.

A. Trend mining from text
Identifying trends within textual data is a pivotal aspect

of text mining, also known as Textual Knowledge Discovery
(TKD). This process encompasses the extraction of key
topics and patterns from textual documents to comprehend
their significance over time [16]. Various methods, such as
sequential pattern mining and trend graphs, are commonly
employed to uncover textual trends. For instance, Pecman et
al. define trends as sequences of frequent phrases that aid in
identifying recurring patterns within textual information[17].

Khan et al. introduced the concept of trend graphs, which
depict the evolution of term relationships within a specific
context in a corpus[18]. They also presented the use of
context graphs to visualize the developmental trends in



textual data. Sciascio et al. developed an Information Quality
(IQ) toolkit for the automatic trend detection of online
content [19], while Bharath Bhushan and Nicolas proposed
two distinct approaches to identify evolving topics within
textual data[20, 21].

Cao et al. utilized clustering algorithms to extract both
short-term and long-term topics from textual data, revealing
popular topic trends[22]. Similarly, Cammarano et al.
proposed a novel method for detecting technological trends
in patent documents, assisting in tracking innovation within
specific industries[23, 24]. Oralbekova et al. delved into
natural language processing and topic modeling to conduct a
comprehensive study of the entire conversation process [25,
26].

The combination of these diverse methods and tools
plays a crucial role in revealing complex patterns and trends
within textual data, thereby enabling informed decision-
making and providing a comprehensive insight into the
evolution of topics over time.

B. Trend and text visualization
Trend mining methods are becoming increasingly

important across various domains as they provide valuable
metrics for detecting trends within data. While these methods
are useful for identifying patterns and trends, the human
capacity for knowledge acquisition remains crucial for
making informed decisions based on these trends.

The representation of trends plays a pivotal role in trend
analysis as it enables users to understand and interpret the
underlying patterns in the data. Basic visualization
techniques, such as line charts and word clouds, are
commonly used to visually represent trends. Line charts are
effective in displaying the trends of variables over time,
while word clouds are used to highlight important keywords
or terms in text-based datasets.

Different systems employ various visualization methods
to present data trends. For instance, temporal data
visualization is used to analyze dependent variables that
change over time, with time as the independent variable [27],
whereas Scaccia et al. have utilized Natural Language
Processing (NLP) methods, which are becoming a valuable
strategy for content analysis of academic literature, applying
NLP to identify publication trends in the journal
Implementation Science [28]. On the other hand,
visualization techniques such as word clouds and bar charts
are combined to present data trends.

By visualizing trends in this manner, users can gain
insights into the evolution of topics over time and make
informed decisions based on the analysis.

A literature review reveals a variety of algorithms and
visualization methods used to extract trends from textual data.
However, there is currently a lack of an interactive visual
representation system that can perform in-depth analysis of
trends. Such a system would enable users to explore the
trends in data from different perspectives and extract
meaningful insights from the data.

In summary, trend mining methods and visualization
techniques are fundamental tools for analyzing data trends.
By combining automated trend mining methods with human
capacity for knowledge acquisition, organizations can make

more informed decisions based on the insights gained from
trend analysis.

III. DATA ANDMODELS

A. General process
In the context of technology, the objective of trend

analysis is to achieve an exploratory visualization approach
that identifies trends and their future potential in a graphical
manner. This method emphasizes the dynamic and
interactive exploration and analysis of trends by allowing
users to view data from various perspectives. In the analysis
of technological trends, the focus is on addressing key
questions, such as when a particular technology emerged,
who the key players in the industry are, what the core themes
surrounding that technology are, and how the technology
will evolve in the future. By addressing these questions,
trend analysis provides valuable insights into the
technological landscape and assists organizations in making
informed decisions regarding technology adoption and
innovation strategies,as show in figure1.

Fig. 1. Our transformation process from raw data to interactive visual
representations consisting of seven main steps (adapted from[29]). The
transformation process is described in the following section more detailed

By summarizing the current core themes and exploring
the possible causes of trends through navigation and analysis
from different perspectives, this approach enables
researchers and practitioners to identify potential patterns
and the drivers of trends, allowing them to make data-driven
decisions based on the analysis.

For instance, by utilizing the DBLP database [30] to
analyze publication trends in the field of computer science,
researchers can gain insights into emerging technologies, key
research areas, and influential authors within the domain. Of
course, the selection of using DBLP for data collection is
also challenging due to the fact that the DBLP indexing
database does not provide abstracts or full texts.

Research publications play a crucial role in identifying
new technologies at an early prototyping stage. While patents
and online news often indicate that new technologies have hit
the market, research publications introduce cutting-edge
technologies that are still in development. By analyzing
research publications, organizations can stay ahead of
technological advancements and actively respond to
emerging trends in their respective industries. The rapid
development of new technological fields and the emergence
of new journals serve as venues for the exchange of research
methods and discoveries. The Emerging Sources Citation
Index (ESCI) expands the scope of journals, providing
visibility to important regional journals and new trends,
facilitating communication and research assessment, but its



impact is limited in non-English speaking countries, and the
selection of journals still needs to be balanced[31].

In summary, technological trend analysis using
exploratory visualization techniques and problem-based
analysis provides valuable insights into the technological
landscape, assisting organizations in making informed
decisions regarding technology adoption and innovation
strategies.

B. Data collection
Our server-side adopts an indexed database, with the

initial data source from DBLP, providing basic metadata for
computer science. Each document has a unique DOI, which
can be used to identify and enrich data entities from
additional data sources. The initial data is stored in a
relational database, and enriched data is stored in a database
for identifying and modeling topics. Our data model is used
to select visualization structures, with the final use of
appropriate interactive or side-by-side visualization
dashboards. Each DOI is sent to all publishers, and
documents without a DOI are identified using the title and
author's name.

C. Data cleaning
Data quality is an important aspect of the data analysis

field, as the accuracy and reliability of data directly affect the
validity of the analysis results. To ensure proper data quality,
data enhancement techniques must be employed, which
involves collecting additional data from various online
sources to improve the quality of the existing dataset[32].

The foundational dataset used in this study is a
combination of multiple datasets, each providing different
quality and quantities of metadata. Initially, a dataset from
the Digital Bibliography & Library Project (DBLP) was used,
consisting of approximately 6 million entries but lacking
textual content.

To enrich the data, the system employed a method that
includes identifying the location of specific data resources on
the internet and collecting additional information about
specific publications. Each Digital Object Identifier (DOI)
associated with a publication is sent to the publisher to obtain
more information. In cases where a DOI is not available,
documents are identified online using the title and author's
name. Further information about publications is collected
through web services or crawling techniques. Web services
typically provide comprehensive information about
publications, while crawling techniques involve developing
strategies for web crawling and cleaning the obtained data.

Data cleaning techniques are then applied to address
issues such as duplicate entries, missing data, and incorrect
information [33]. Through this process, the data in DBLP is
enriched with metadata, including abstracts, full-text articles,
and citation information. This is done to identify the most
relevant papers in a specific field based on the number of
citations they have received.

In summary, data augmentation, data enrichment, and
data cleaning are necessary steps to improve the quality of
the data for analysis. By using these techniques, researchers
can ensure that the data used for analysis is accurate, reliable,
and comprehensive.

D. Data transformation
Data Transformation Significant progress has been made

in recent years in the field of natural language processing and
information retrieval by leveraging probabilistic topic
models. By utilizing abstracts from most entries in the
Digital Bibliography & Library Project (DBLP) database and
some open-access full texts from various sources, researchers
have been able to extract valuable information from textual
data to generate coherent topics. This approach has allowed a
deeper understanding of the content within documents and
has shown promising results in document similarity
assessment. One of the key methods employed in this study
is the probabilistic topic model, which has advantages over
traditional topic title systems in evaluating document
similarity. By implementing the Latent Dirichlet Allocation
(LDA) algorithm, researchers have been able to
automatically categorize and assign topics to documents,
with the accuracy of the final model depending on the
number of documents processed [34, 35].

Each document is assigned to one or more topics, with
each topic typically represented by the top 20 words in N-
Gram form and a phrase. After 4,000 iterations of the LDA
algorithm, 500 topics are generated, which are used to filter
the results of faceted shape searches and create topic models.
It has been observed that the topics generated using LDA
exhibit good consistency in most cases, thereby improving
the overall quality of the topic modeling process[36].

In summary, the application of probabilistic topic models,
particularly the LDA algorithm, has proven to be an effective
tool for extracting meaningful topics from textual data and
improving document similarity assessment. This approach
has the potential to revolutionize information retrieval
systems by facilitating more accurate and coherent topic
modeling.

E. Trend identification
Yubin Qian employed a lexicon-based hybrid approach,

integrating the stems of corporate culture keywords extracted
by the bag-of-words model into the Latent Dirichlet
Allocation (LDA) model, to explore new avenues for mining
corporate culture [37]. By analyzing two independent
corpora, the effectiveness of this method in distinguishing
corporate values and identifying cultural types was verified,
providing a novel perspective for understanding the cultural
dimensions within specialized discourse.

A document may encompass multiple topics, with each
word in the document being generated by one of these topics.
It is a topic model that can present the topics of each
document in a document collection in the form of a
probabilistic distribution (Table 1); it is also an unsupervised
learning algorithm that does not require a manually
annotated training set during training, requiring only a
collection of documents and a specified number of topics;
moreover, another advantage of LDA is that for each topic, a
set of words can be identified to describe it; Table 1 displays
the actual number published every four years. Therefore, the
normalization of topic frequency is the first step in obtaining
the true trend over time. We calculate the normalized topic
frequency by normalizing the number of documents
containing a particular topic within a year.

Assuming that a topic appears with a frequency of ft
within a year, and the maximum frequency of all topics



within that year is fmax, then the normalized frequency of the
topic can be calculated as:

푇� � = � �
�푚��

Where:

TF(t) is the normalized frequency of topic t

f(t) is the frequency of topic t

fmax is the maximum frequency among all topics
Using this formula, the normalized frequency value
of a topic for a given year can be calculated.

TABLE I. NUMBER OF PUBLICATIONS IN DBLP

Documents in DBLP
Years 1999 2003 2007 2011 2015 2019 2023
Docu
ments 71220 11651

9
18989
1

25125
9

30340
3

41893
8

49226
3

https://dblp.org/statistics/publicationsperyear.html
The average of the Dirichlet normalized topic frequency

can be calculated using the expected value of the Dirichlet
distribution. Assuming the Dirichlet distribution parameters
for topic frequencies are α, and the i-th value in the Dirichlet
normalized frequency for a topic is θ_i, then the average
value of this can be expressed as:

� �� =
��

∑ �
2

Where, E[θ_i] represents the average of the i-th Dirichlet
normalized frequency, α_i represents the i-th value in the
Dirichlet distribution parameter α, and ∑(α) represents the
sum of all values in α.

By calculating the average of the Dirichlet normalized
topic frequency, a better understanding of the frequency
distribution of the topics can be achieved, allowing for a
more in-depth analysis and understanding of the topics.

Divide the documents of each year into fixed-length
periods and calculate the regression of the normalized topic
frequency.

Define the length of the period (e.g., monthly, quarterly,
etc.), and divide the documents of each year according to this
period.

For each period, calculate the number of documents
containing a certain topic and calculate the normalized topic
frequency using the formula (1) mentioned above.

Use the normalized topic frequency of each period as a
data point to form a regression model, which can be modeled
using linear regression, polynomial regression, and other
methods. To calculate the regression formula for the
normalized topic frequency, linear regression or other
regression methods can be used. The following is the
calculation formula for linear regression:

Assuming there are n sample data points, represented as
(x1, y1), (x2, y2), ..., (xn, yn), where xi is the independent
variable (time or period), and yi is the normalized topic
frequency.

The linear regression model is assumed to be: y = β0 +
β1*x,

where β0 is the intercept, and β1 is the slope.

To calculate the regression formula, the estimated values
of β1 (slope) and β0 (intercept) need to be calculated first:

�1 = �((�� − �−푚푒��) ∗ (�� − �−푚푒��))/�((�� −
�−푚푒��)2) 3

�0 = �−푚푒�� − �1 ∗ �−푚푒�� 4

Where, x_mean and y_mean are the average values of the independent
variable and dependent variable, respectively. After obtaining β0 and β1, the
regression equation can be obtained as:

y = β0 + β1 ∗ x 5

By fitting the linear regression model, the regression
formula for the normalized topic frequency can be obtained,
which helps to analyze the change trends of topics over
different times or periods. If other regression methods are
needed, suitable regression models can be selected according
to the specific situation, and the corresponding regression
formulas can be calculated. Analyzing the fit of the
regression model and the trend of topic frequency changes
over time can lead to the popularity changes of topics in
different time periods. Through the above steps, the
normalized frequency of topics in different time periods can
be analyzed through regression to reveal the trends and
patterns of topics over time. Weight the topic slopes of each
period through weighting, and calculate the final topic
weights using the determination coefficient and weights. The
normalization coefficient of the Dirichlet distribution, also
known as the normalization constant of the Dirichlet
distribution, is used to ensure that the integral of the
probability density function of the Dirichlet distribution over
the entire space is 1. The Dirichlet distribution is a
multivariate probability distribution, commonly used to
represent the probability distribution of multiple random
variables. The probability density function of the Dirichlet
distribution is as follows:

�(�|�) = (1/�(�)) ∗ � �
�

��−1
6

Where, θ is a vector representing the values of multiple random
variables, α is the parameter vector of the Dirichlet distribution, B(α) is the
normalization constant of the Dirichlet distribution, defined as:

�(�) = �(�(��))/� � �� 7

Where, Γ(αi) represents the gamma function, and Σ(αi)
represents the sum of all elements in α.

Thus, the normalization coefficient B(α) of the Dirichlet
distribution is obtained by integrating the probability density
function of the Dirichlet distribution and ensuring that the
integral result is 1. By integrating linear and exponential
measurement values, calculate the final weight of the topic.
First, perform linear and exponential regression analysis on
the changes in topic frequency over time. Linear regression
can reflect the linear growth or decrease trend of the topic
over time, while exponential regression can reflect the
nonlinear growth or decrease trend of the topic over time.
Calculate the fitting values of linear regression and
exponential regression separately, obtaining the linear



predicted value and exponential predicted value for each
period. Integrate the linear predicted value and the
exponential predicted value, which can simply be the
weighted sum of the two, with the weights determined
according to the actual situation. Normalize the integrated
value to make the final weights of different topics
comparable.

The calculation of the final weight � can combine other
factors, such as the importance of the topic, the magnitude of
the amplitude, etc.

� =
�1∗�1+�2∗�2+...+��∗��

�1+�2+...+��
8

Where, w1, w2, ..., wn represent the weight coefficients
corresponding to each data point, and x1, x2, ..., xn represent
the corresponding data points.

Through the above steps, a comprehensive consideration
of linear and exponential measurement values can be made
to calculate the final weight of the topic. By combining the
weighting of trends and the slopes and regression of different
time periods, a more comprehensive and accurate result can
be obtained.

Thus, the method of identifying trends through the
weighting of trends and the slopes and regression of different
time periods can provide better results, offering more
accurate and comprehensive information for topic analysis
and trend forecasting.

F. Data modelling
In the data modeling phase, an aspect-oriented data

model is employed to analyze various aspects of the data,
including semantic models, temporal models, geographical
models, topic models, and trend models, etc. [38, 39]. These
models are essential for organizing and representing data in a
structured and meaningful manner.

Data enrichment and trend identification play a crucial
role in the creation of the data model[40]. The publicly
available location generates a semantic data model, which
adds structure and semantics to the data for information
extraction and visualization representation. This process
enhances the understanding and usability of the data.

A temporal model is utilized for temporal visualization,
mapping the year of data publication to a set of publications
for that specific year[41]. This allows the creation of an
overview of the temporal distribution of the overall result set,
assisting in identifying patterns and trends that change over
time.

The geographical data model focuses on geographical
visualization, providing information about the country of
origin of the authors' institutions[42]. By integrating the
authors' national and topic information, the data is enriched
and can be effectively represented geographically.

In summary, aspect-oriented data models, including
semantic, temporal, geographical, topic, and trend models,
are crucial for effectively organizing and representing data.
Data enrichment and trend identification play a vital role in
the creation of the data model, enhancing the understanding
and visualization of the data. Temporal, geographical, topic,
and trend models provide valuable insights into the temporal

distribution, geographical representation, topic evolution,
and main trends within the data.

IV. INTERACTIVE VISUALIZATION TOOLS
In recent years, there has been a growing interest in the

development of a suite of tools and features within
interactive visual analysis systems across various fields such
as visual analytics, information visualization, search
behavior, and design management. These tools and features
are specifically designed to enhance user interaction with
data, support the analytical process through visual interaction
systems, and facilitate deeper insights and understanding.

A. Graph Search:
Search functionality is a critical tool for navigating large

volumes of data. The workings of graph search methods and
auxiliary search features can be illustrated through diagrams,
demonstrating how users can leverage these features during
the search process to effectively locate specific information.

To assist users in the search process, it is necessary to
integrate various search methods to meet different user
preferences and needs. The initial search term is displayed at
the center of the system as a node, with subsequent search
terms presented as points of interest (POIs), each represented
by nodes of different colors. The connections between nodes
signify the relationships between search terms, and users can
explore these relationships by clicking and dragging the
nodes.

Users can quickly identify the relevance between pieces
of information through graphical search. The system
supports the expansion and refinement of user-defined search
terms, allowing for an in-depth exploration of specific topics
or concepts.

By adopting exploratory search methods, individuals can
better cope with uncertainty and complexity, broaden their
cognitive horizons, cultivate innovative capabilities, and
discover new opportunities and solutions. Exploratory search
methods hold significant importance in fields such as
scientific research, business decision-making, technological
innovation, and artistic creation, and can provide new
inspiration and discovery for people. Overall, these methods
and models aim to provide users with the tools and support
needed to effectively explore and analyze complex datasets,
enabling them to make informed decisions and gain insights
from the data.

This visual design management technique effectively
supervises and coordinates the goals, target audiences, brand
guidelines, timelines, and budgets of visual design within a
team or organization, guiding the direction of the project.
Rapid ideation, prototyping, and testing of design solutions
are facilitated. Regular design reviews and critiques ensure
quality and efficiency, promoting collaboration and informed
design decisions. The use of version control and
collaboration tools can streamline workflows, allowing team
members to work together, track changes, and maintain
design consistency. By implementing these technologies,
teams can enhance collaboration, simplify workflows, and
deliver high-quality visual design solutions that effectively
meet user needs and business objectives.

B. Visualization of Points of Interest, POI:
Points of Interest (POIs) refer to key concepts or data

points defined by users during the search process that hold



particular significance for their research or decision-making.
In graphical search, POIs are indicated by highlighted circles,
allowing users to obtain more relevant information by
clicking on these circles or to use them as starting points for
further searches. Users can add, remove, or modify Points of
Interest, with the system updating the display results in real
time to reflect changes within the dataset,just as show in
figture 2.

Fig. 2. Search point of interest word circles enhance search

C. Word Cloud:
Word clouds are a text data visualization tool used to

display the frequency and significance of keywords within a
large set of textual data. The size of each word in the word
cloud represents its occurrence frequency within the dataset,
and color can be used to differentiate between different
topics or categories. Users can click on words within the
word cloud to filter search results or to view relevant
documents and contexts that include the word.

One innovative feature is the integrated "graphical
search." By displaying the initial search term as a "circle in
the center of the screen," this feature offers a novel way to
visualize the search process. Users can then define further
search terms as "Points of Interest" (POIs) and display them
as small circles of specific colors [1]. This visualization
allows users to easily see the relationships between different
search terms and explore their connections. Figure 10
illustrates this concept.

The visual prominence of "keyword clouds" or keyword
rendering highlights the "keywords" that frequently appear in
web text. Word clouds filter through online text, enabling
users to quickly grasp the main idea of an article(Figture 3).

Fig. 3. Personalized word cloud

This feature can assist users in narrowing down their
search scope and more effectively locating specific
information.

Overall, by integrating various search methods and
functionalities such as Graph search, assisted search, and
Advanced search, users can effectively navigate through vast
amounts of data and efficiently find the information they
require.

D. Temporal and Geographic Views:
The temporal view tool allows users to explore data

based on the temporal dimension, such as observing the
development and changes of a technological trend over time.
The geographical view provides a means to display the
distribution of data across different geographic locations,
assisting users in identifying trends or patterns specific to
certain areas.

Visualization methods enable users to gain insights,
discover hidden relationships, and make informed decisions.
Key components include leveraging various visualizations,
providing interactive features for data manipulation,
conducting trend analysis over time, facilitating data
exploration, offering real-time updates, and supporting
collaboration among users. This approach is valuable in
industries such as business intelligence, market research, and
healthcare, enabling organizations to gain meaningful
insights, drive strategic decisions, and stay ahead of evolving
trends.

At a macro level, a preliminary overview of emerging
trends is conducted from the perspective of trend analysis.
The emerging trends identified through topic modeling are
visualized, presenting the most salient topics in the data in an
engaging visual manner. This visualization assists users in
quickly recognizing significant trends and patterns,as show
in figture 4.

Fig. 4. Global market:The ten countries with the highest per capita
consumption 2022

Source:FiBL-AMI survey 2024,based on data from
government bodies,the private sector and market research
companies for data sources,see annex,page 335.

E. Thematic Views:
The thematic view tool enables users to filter and view

data based on specific topics or categories, which is highly
useful for rapidly obtaining insights into particular domains.



Users can activate the thematic view by selecting or
entering specific topic keywords, thereby obtaining relevant
visual presentations and analyses as show in figture 5.

Fig. 5. Temporal visualization: left a river chart with a highlighted topic
and right a stack river chart with the same highlighted topic. Both visual
representations are using the same data

F. Integrated Visualization Dashboard:
The integrated dashboard provides a unified platform that

combines all of the aforementioned interactive visualization
tools, enabling users to employ multiple views and
functionalities simultaneously. Users can tailor the dashboard
to their individual needs and research objectives by selecting
the most relevant tools and views. The dashboard supports
collaborative work, allowing team members to share views,
discuss findings, and make decisions collaboratively.

The integration of different visualization tools is a key
aspect of data analysis because it allows users to answer
specific questions based on different data models that serve
as the underlying visualization structure. These visualization
tools are designed to automatically detect the data models
they support and require, and to visualize data in a user-
friendly and informative manner [43, 44].

A key component of the visualization tools is the use of a
semantic data model as the primary model, which serves as
the foundation for other data models [45]. The semantic data
model helps organize and construct data in a meaningful way,
enabling users to effectively explore and analyze data.

Integrated visualizations encompass various visualization
layouts, including temporal views, geographical views,
semantic views, and thematic views, which are interactive
and cater to different analytical tasks. These visualizations
provide users with the ability to explore data from multiple
perspectives and gain an in-depth understanding of patterns,
trends, and relationships within the data. They can be based
on visual similarity document layout analysis (DLA)
schemes, utilizing clustering strategies that adaptively
process documents of different languages, layout structures,
and skew angles. By visually similar clustering,
representative filters and statistics are found to characterize
texture patterns in document images, thereby offering strong
robustness and adaptability [46]. This feature enhances the
user experience by providing a comprehensive overview of
the data and allowing users to focus on specific data points of
interest.

Integrated visualizations can be used both as a single
interactive visualization interface and as components within
an interactive dashboard to support a variety of analytical
tasks[47]. This flexibility allows users to customize their data
analysis process and tailor visualizations. The integration of
different visualization tools with different data models
provides users with a comprehensive interactive platform for
effectively exploring and analyzing data.

Visualization and the overall user interface play a key
role in enabling users to perform various tasks, with domain-
specific tasks depending on the user and their particular
needs and objectives. The interface is designed to facilitate
analytical tasks aimed at strengthening corporate potential,
identifying emerging trends, and predicting technological
trajectories, as well as discovery tasks involving the
detection of unexpected features, themes, technologies, or
correlations in the data through aspect-oriented visualization.

One of the main tasks in the interface is to compare
different databases to gain insights and make informed
decisions. The user interface includes functionalities such as
search, assisted search, faceted navigation, visual narrowing,
and various visual selection areas to help users navigate and
interact with data effectively, as show in figture 6.

Fig. 6. Visual interactive application analysis

Users can narrow down search results to specific
outcomes through search terms, graphical search, faceted
navigation, and visual interaction. Additionally, they can
compare result sets across different themes to understand
variations and similarities within the data. The visualization
tools within the interface allow for trend analysis of potential
product innovations, enabling users to view emerging trends
across different databases and make data-driven decisions.

Overall, the comprehensive user interface and
visualization tools provide users with the means to
effectively explore, analyze, and gain insights from data,
enabling them to make informed decisions and drive
innovation.

V. RESULTS AND DISCUSSION

The application of machine learning and data mining
techniques in design management encompasses various
aspects, including trend mining technologies, text mining and
natural language processing, machine learning methods in
interactive design, data visualization techniques, probabilistic
topic models, data models and analytics, and interactive
visualization tools. The utilization of these technologies’
renders design management tools more intelligent and
interactive, providing comprehensive data analysis and
decision-making support.

Interdisciplinary integration will promote the
convergence of technologies and methodologies from
different disciplines in design management, enhancing the
comprehensiveness and depth of decision-making. The
development of real-time data and dynamic visualization
enables users to acquire and analyze data more rapidly,
accelerating the decision-making process. The application of
augmented reality and virtual reality technologies offers a
more immersive experience, assisting users in understanding
data and information more intuitively. The evolution of
collaboration and the sharing economy will foster teamwork
and knowledge sharing, improving work efficiency and
quality.



By integrating these technologies, a better understanding
of user behavior, extraction of textual information, and
analysis of trend changes can be achieved, providing
effective support for enhancing the efficiency of the design
process and the improvement of innovation capabilities.

In summary, the field of design management will
continue to evolve and innovate driven by technology,
offering users better data analysis and decision support.

VI. CONCLUSIONS
With the rapid advancement of Artificial Intelligence (AI)

and Machine Learning (ML) technologies, design tools are
not only capable of intelligently meeting user needs but also
provide in-depth data analysis and predictive capabilities,
thereby assisting enterprises and users in making more
precise strategic decisions. In this process, interdisciplinary
integration plays a crucial role by integrating technologies
and methods from different disciplines, significantly
enhancing the comprehensiveness and depth of decision-
making.

The development of real-time data streams and dynamic
visualization tools has greatly accelerated the speed of data
acquisition and analysis, thereby hastening the entire
decision-making process. Moreover, the application of
Augmented Reality (AR) and Virtual Reality (VR)
technologies has brought an immersive experience to design
management, allowing users to understand complex data and
information more intuitively. The rise of collaboration and
the sharing economy has promoted teamwork and knowledge
sharing, further improving work efficiency and quality.

In the field of technology and innovation management,
literature reviews, trend visualization, interactive
visualization, and interactive design methods are essential for
constructing technology management and visualization
analysis systems. These methods not only help identify gaps
and challenges in the research field but also enable users to
quickly identify patterns and trends by transforming complex
data into intuitive graphical representations. Interactive
design methods particularly emphasize the central role of
users in the design process, ensuring that the system can
meet user needs and support the effective identification and
utilization of emerging technological trends.

The interactive design-based approach proposed in this
paper, which combines information visualization, trend
mining, and interactive design, not only enhances and
expands previous methods of technology and design
management trend analysis but also introduces novel
interactive designs, providing more suitable interactive
methods for technology foresight and innovation detection.
These methods and tools enable enterprises to respond more
effectively to market changes, grasp technological trends,
and make wise strategic decisions.

In summary, the field of design management continues to
evolve and innovate driven by technology. From trend
mining technologies to machine learning methods in
interactive design, to data visualization techniques, and the
application of probabilistic topic models, the integrated use
of these technologies provides users with better data analysis
and decision support. As personalized and adaptive systems
further develop, and as AI and ML technologies continue to
advance, design management tools will become more
intelligent, better able to meet user needs, and offer more in-

depth data analysis and predictive capabilities. The future of
design management will be a highly integrated, intelligent,
and user-centered field, constantly pushing the boundaries of
innovation and bringing unprecedented value to users and
enterprises.
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